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1. The Data-Scientist work
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Exploring data sources Dataset preprocessing Data labeling,

) data aggregation
Exploratory Data Analysis




Machine Learning training
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2. | already have an Al model.
What’s Next?
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Figure 1: Only a small fraction of real-world ML systems is composed of the ML code, as shown
by the small black box in the middle. The required surrounding infrastructure is vast and complex.




Machine Learning “Operations” https://ml-ops.org/
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Continuous Integration

Clis no longer only about
testing and validating code and
components, but also testing
and validating data, data
schemas, and models.

o o

CD

Continuous Delivery

CD is no longer about a single software
package or a service, but a system (an
ML training pipeline) that should
automatically deploy another service
(model prediction service).

CT

Continuous Training

CT is a new property, unique to ML
systems, that's concerned with
automatically retraining and
serving the models.

Reference



https://cloud.google.com/architecture/mlops-continuous-delivery-and-automation-pipelines-in-machine-learning

3. Accelerating Al in production
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C @ share.streamlit.io/streamlit/demo-face-gan/

PERFORM

sterﬁNe Streamlit Face-GAN Demo

Features This demo Nvidia's Progressive Growing of GANs and Guan's Transparent
ey . ;
«Sci k |+_ ST S— Latent-space GAN method for tuning the output face's characteristics. For more information, check out
the tutorial on Towards Data Science.
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Let’'s work on some GUI
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GitHub  Docs

Default

© Track machine learning training runs in an experiment. Learn
Experiment ID: 0
» Description
£ 7 Refresh Download CSVE, ¥ Start Time All time

“olumns Only show differences Q@ Q = Filter Clear

Showing 5 matching runs Metrics Parameters

Matrics Paramaters

1 Start Time Duration RUn Nama User Source Varsion Modals Accuracy Precision Racall max_depth n_estimators

smighan| ] ipykernal_ B s« 0.968 0.987 0.247 None 200
smighani [ ipykernel_ B side 0.765 0.712 0.691 2
smighan| ] ipykermal y sidaarr 0.786 0.748 0.B6& 2

smighani L ipykernel_ skle. 0.966 0.991 0.939

ML versions

smighan| ] pykermel : . 0.966 0,991 0.939

MLFlow Main Dashboard




Model MLOps
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Main Conclusions

e Data Scientists and Data Engineers cannot work alone anymore. These
profiles should be complemented with Backend, DevOps, QA

e ML-Opsis still a WIP field. The need to move Al models to production
environments is increasing. The field will grow, lot of work to be expected here

e We can start by providing to Data Scientist simple API+Frontend to experiment
with Model Serving. Then, Model Registry and Tracking Server

e Whole experience includes Continuous Delivery, Continuous Integration and
Continuous Training
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